01 - What is NumPy  
  
In this lesson, we're going to learn about the NumPy numerical library. NumPy is a Python library that acts as a wrapper around underlying C and Fortran code. Because of that, it's very, very fast. NumPy focuses on matrices which are called in the arrays. The syntax is very similar to MATLAB, so if you've used MATLAB before It'll look familiar to you. NumPy is one of the important reasons people use Python for financial research.

02 - Relationship to Pandas  
  
Now, how does NumPy relate to Pandas? Well, I said just a moment ago that NumPy is a wrapper for numerical libraries, well it turns out that Pandas is a kind of wrapper for NumPy. So remember our traditional data frame here, with our columns being symbols and our rows being dates. This data frame is just a wrapper around this ndarray, access the columns with symbols and the rows by dates. But you can, in fact, just treat this inside part as an ndarray directly. If you use this syntax in Python, that pulls these values out and lets you access it directly and then ndarray. You don't really need to do that though, you can, if you like, treat a data frame just like a NumPy ndarray. And so we're going to assume in the rest of this lesson that we're just working with an ndarray. And like I said, you can use all of these mechanisms that we're going to show you with ndarrays and with data frames directly. What you get if you create something as a data frame, as we'll see in a lesson a little bit later, you get many, many, many more routines. And you can treat it, like I said, just like an ndarray but you get a vast new number of statistical functions and so on.

03 - Notes on Notation  
  
Consider an nd array, nd1. I'm going to show you now how to access cells within that. Now, the notation, at first, might seem sort of familiar, but there's some new and different things that you probably haven't seen before. So the usual syntax is the name of your nd array, bracket, the row and the column. So again, these are our rows. So row indicates which row we're using. Column, which column. It's important to know that in NumPy, our columns and rows begin at 0. So this element is nd1[0,0]. It then continues of course, 1, 2, 3, 4 in the rows, and in the columns, 0, 1, 2, 3. Before I tell you, see if you can guess how to address this cell. The answer is that this cell is nd1 [3,2], 0, 1, 2, 3, 0, 1, 2. Now, this is probably the kind of stuff you've seen before. It turns out, though, that the NumPy is much more powerful and can do interesting and different kinds of slicing. What if, for instance, you wanted to address this sub portion of the nd array? How could you indicate that? NumPy uses a special symbol, the colon, to let you indicate ranges. So we can indicate this range in rows with 0:3, which indicates the zeroth to the, just before the third row. And in the columns, we've got 01:3. So this syntax indicates starting at the zeroth row to just before the third and the first column to just before the third. And in fact, captures this region. The key thing to remember here that's a little bit tricky is that this last value is one past the one that you actually want to include. So, for instance, this is column 3, but it's not included. Now, if we just use the colon by itself that indicates, for instance, if we place it in the rows position, that we want all of the rows. So you don't have to use the colon just to indicate a range. You can use it by itself for all of them. Now, look at this statement, see if you can figure out which part of this nd array it refers to before I show you. It is this region right here. So it's all the rows and column 3, 0, 1, 2, 3. So it's this section right here. NumPy includes some special syntax that lets you refer to the last row or column. So, for instance, the last row here, you can indicate with negative 1, second to last row would be negative 2. So if we wanted to refer to these 2 cells here, we would take advantage of this negative 1 syntax. So a negative 1 indicates that last row. And then to get these 2 columns, we would use 1:3. 0, 1, 2, and then we don't include the last 1 there. There is a bunch of new syntax. I hope that you find it exciting. This is really one of the most powerful aspects of Python and NumPy. And it really enables you to do some interesting things. Now, we've got a quiz to see if you can figure out how to use this new syntax yourself.

04 - Quiz Replace a slice  
  
Now we've shown you how to address slices of ND arrays. We're going to give you a little quiz to see if you can figure something out. Suppose we have these two ND arrays, nd1 and nd2. And we want to replace some of the values in nd1, with these values from nd2. Here are four alternatives, see which one you think makes the most sense.

05 - Quiz Replace a slice  
  
Of these four, this one is the right answer. Here's why. This is the only left-hand side that singles out these correct rows, starting at zero, and ending at one. And these correct columns, again starting at zero and ending at one. If you look at the right hand side, here is a little bit of new syntax that you hadn't seen before. We indicate the rows second from last by a -2. So that's what that -2 means. And a colon with nothing after it means go all the way to the end. So we've singled out these rows and this indicates these two columns. So that's why this one is the correct answer. Now, I'm going to hand it over to Dev, and she is going to show you how to do all these things directly in Python syntax. Here's to you Dev.

06 - Creating NumPy arrays  
  
You can access the underlining NumPy array within a Pandas data frame using the values property. But you can also create NumPy arrays from scratch. There are many ways to create an array. Let's start with creating a one dimensional array from known values. NumPy has an array function which can convert most array-like objects into an n d array. What do we mean by nd array is n-dimensional array. Let's see how this works for Python lists. To start with, we need to import the library numpy. And we rename it as np for the ease of use. Next, we simply call a function np.array and pass a list which has value [2,3,4]. Note that this function can take as input a list, a template, or other sequence. Check out the documentation for the array function and nd array type for more information. Now let's see the output. The output you see here is not a list but it is an array. Let's go ahead and create a 2D array. Now if you want to create a 2D array, we simply pass in a sequence of sequences to this function. Each tuple enclosed in round parenthesis serves as one row in the resulting array. We could also have passed a list of lists. This is called sequence of sequences. Let's go ahead and print it. Here is the output and as expected there are two rows and three columns. This function is mainly useful when you have a list of sequence of values, and you want to convert them into NumPy arrays.

07 - Arrays with initial values  
  
NumPy also offers several function to create empty arrays with initial values. For certain computations these help avoid growing arrays incrementally which can be an expensive operation. Let's start with creating an empty array. The empty function takes the shape of the array as input. The shape can be defined as a single integer, as we did over here, for creating a one dimensional array, or a sequence of integers denoting the size in each dimension. For a two dimensional array, a sequence of two integers is needed. That is the number of rows and the number of columns. For this example, we will create an empty array with five rows and four columns. Passing in a tuple with values 5 and 4. So here I pass a tuple with values 5 and 4. In case you need a three dimensional array, or any greater number of dimensions, you can just add another number to the sequence. This will give you a 3 dimensional array with a depth of 3, and each depth having 5 rows and 4 columns. For this lesson we will only work with two dimensional arrays. Now let's check the output. Hm, strange. The empty array is not actually empty. What happens is that when we call numpy.empty to create an array, the elements of the array read in whatever values were present in the corresponding memory location. These are effectively random values that depend on the state of the computer's memory. Also observe that by default the elements are the floating points. Next we create an array full of ones. Like the empty function, we pass in the number of rows and columns as a sequence. To create an array full of ones, you call the one function and pass the sequence, which has number of rows and number of columns. You can expect this time to have an array of 5 rows and 4 columns with all the values equal to 1. Let's go ahead and check this. Here it is. An array with 5 rows, 4 columns, and all the values of the array equal to 1.

08 - Specify the datatype  
  
We notice that the default data type of all the values in the array is. Fortunately, you can change this when creating the array. What parameter do you need to add to this function to create an array of integers instead? Type the name of the parameter and the correct value in the corresponding boxes. Documentation for the array.ones function might be helpful.

09 - Specify the datatype  
  
dtype is the parameter we passed to the function to specify the type of the value we want in each array location. Here we defined the values to be integers using NumPy data type np.int. Just as a matter of fact, NumPy supports a much greater variety of numerical types than Python. Let's run this. Here it is. The array now has integer values. And since we defined the array as ones, it has all the values as 1. Just like function np and ones, you can create an array full of zeroes using the zeroes function. All these functions accept the dtype parameter. Before moving forward, I would like to mention that we can also create n-dimensional array using the low-level NumPy function ndarray. But ones, zeroes and empty provide a more friendly interface for creating arrays. And are hence generally preferred. Refer to the documentation links and instructor notes for more information.

10 - Generating random numbers  
  
Numpy also comes with bunch of handy functions to generate arrays filled with random values. These functions are defined in numpy's random module. The random function generates uniformly sampled floating point values between 0 and 1, with 0 inclusive and 1 exclusive. More formally, we can say that it generates values in the half open interval 0.0 and 1.0. Let's go ahead and print this. Here is the generated array with five rows and four columns. Note that we pass the array shape as a tupple. A slightly radiant of this function is rand which randomly accepts a sequence of numbers as arguments and straight of the tuple. It is otherwise equal valid. Observe that, we directly pass the values of the rows and columns through the function and did not define a tuple. Here it is the area with same shape as before five rows and four columns. Numpy provides this to achieve a greater compatibility with the more established math lab syntax. We highly recommend using a more consistent num pi function that explicitly accepts a shape tuple. Now both the function, rand and random, sample, uniformly, from the rain 0 and 1. What if you wanted a sample from a different distribution? To sample, or normal distribution, we can use the normal function. Recall the normal function from numpy dot random and pass the shape of the array required. Let's run this. The core produced a 2 into 3 array of random numbers with a standard normal distribution. That is 0 mean, and unit standard deviation. You can change the mean and the standard deviation as well. Let's see how to do that. We change the mean to 50 and standard deviation to 10. Now, let's see the output. Notice that the values are centered around 50. To generate integers, we can use the randint function in one of the several ways. Passing to values 0 and 10 will not divide randint to generate a single integer between the range 0 and 10. We can also specify randint how many integers we want between between 0 and 10 by specifying the size attribute and giving it a value. So, this statement will give us a 1d array of 5 integers between the range 0 and 10. Going forward with that, we can pass a tuple value to the attribute size, which will create a 2d array with all the values between the range 0 and 10. Now, let's see the output. These are the single random integers between the range 0 and 10. Next, we created a 1d array with five values. Note that, we mentioned the number of values needed in the one dimensional array with the parameter size. Passing a tuple to the size parameter gave us the 2d values. And also note that all the values of the array are between 0 and 10. Check out the random sampling routines on the numpy website for more distribution and usage radiations. Find the link in the instructor's notes.

11 - Array attributes  
  
Any numpy array has a number of attributes that describes it. In addition to the elements it contains. One of the most useful one is shape. Essentially a tuple containing the number of rows and columns are height and width of the array. We have already seen how to specify this when creating arrays. The shape of the array A would be five rows and four columns. So this is your array. Now let's see how to access the shape of the given array by using the shape attribute. a.shape will give you the shape of the array. Let's run it. Array.shape will return you a tuple with the first value specifying the number of rows. And the second value specifying the number of columns. Next we will learn how to individually access number of rows or number of columns. a.shape[0] would return the number of rows and a.shape[1] would return the number of columns. Let's check the output. Here you will see that the number of rows are correctly extracted as five. And number of columns as 4. If you have more dimensions, you will have additional elements in the shape tuple. The number of dimensions in an array can be found by simply asking for the length of this tuple. a.shape will return a tuple and the length of that tuple would inform us what is the dimension of the array. It rightly tells us that the dimension of the defined array A is 2. Okay, how about total number of elements in an array? Yes for a 2D array, it will be the product of number of rows and columns. But if you had more dimension, this calculation could be a little complicated. Fortunately we can retrieve the number of elements directly using size attributes. a.size will give us the number of elements present in the array A. We can expect the output to be the product of the rows and the columns which is 5 into 4, which is 20. Let's check it. As we expected, the output is 20 which means there are 20 values in the array. Attributes like size and shape are very useful when you have to over array elements to perform some computation. You can also access the data type of each element using the D type attribute of the array. Let's check the data type of the values present in array A. In this case, our array elements are of the type float64. That is 64-bit floating point numbers.

12 - Operations on ndarrays  
  
Next you will see how to perform various mathematical operations on np arrays. Let's use a random heading of integers. Let's create an array with shape five rows and four columns. Let's see the output. So here's an array with five rows, four columns, and all the values between the range 0 and 10. Note how we used seed, the random number generator with the constant, to get the same sequence of numbers every time. Let's run again and see if the output remains the same. You can see that we have the same values for the array. Summing all the elements in an array is as simple as calling the function sum on the array. Here is our array a, and we call the sum function on it. Let's check the output. This is our array and this is sum of all the elements present in the array, which comes out to be 79. We can also sum in a specific direction of the array. What I mean by direction is along rows or columns. NumPy gives this direction a special name. It is called access. Access is equal to zero, signifies rows, and access is equal to one indicates columns. Remember this terminology as you will use it frequently. Let's code to make things clear. Passing the parameter, axis, along with a specific value will give you the sum along that axis. To understand this, let's first see the output. To get the sum of each column, we pass the value to the axis attribute as zero. And to get the sum of the rows, we pass the value as one. To understand this imagine if you wanted to sum the values of each column, what would you iterate on? You would say something like, For each column, sum all the values of each row of that column. So you would essentially iterate over the rows. Hence we pass axis=0 to compute column sums and similarly axis=1 for row sums. Observe the output when we pass axis=0, we get four values. These are basically the sum of each columns. And when we passed axis=1. We get five values which are the sum of each row. Let's go ahead and try some basic operation like finding minimum, maximum, and mean of an array. So, if I want minimum along columns, I have to go through each row of each column, so axis equal to zero to get the minimum of each column. To get the maximum of each row, similarly we call a max function and pass access equal to one. Just calling a.mean, that is array dot mean, will give us the mean of the entire array. Of course we can get mean along each axis as we did for max and min. Observe the output. Minimum of the first column is one, which is shown over here. This value is essentially, minimum of the first column. This is of second, this is of third, and this is of fourth. Similarly, for maximum of the each row, you can observe that for the first row, the maximum is five, and it is shown here. The mean of all the elements is 3.95 which is calculated using the mean function. There are many more functions which you can experiment with. Check the documentation link in the instructor's notes.

13 - Locate maximum value  
  
So far we have seen how to compute certain measures. How about finding the position of some element in an array? Can you implement this simple function to find the index of the maximum value in the one-dimensional array. Remember NumPy is your friend.

14 - Locate maximum value  
  
To get the maximum value in a given 1D array, you could loop through the array, finding the maximum and keeping track of an index. But numpy can help you do this in a single call. You must have seen argmax and argmin used to described optimization equations. This is the same idea. Let's check the output. So the function returned us the maximum value, along with the index. Now for multidimensional arrays, finding and representing indices is a little tricky. But numpy provides some utility functions like underscore index to help you out.

15 - Timing python operations  
  
We claim that run.py is fast, very fast. So let's confirm this. But before that, we need to learn how to time a particular operation. We need to import a library for that. We import the time library to help us know how fast our operation is. We use the time function from the imported library. The idea is to capture the time snapshot before the operation, and then again capture the time snapshot after the operation is performed. We then subtract the two times. Simple, right? Let's check the code. Here we will check how much time a Python print statement takes. So we capture the time before the print statement and then record the time after the print operation is performed. Then, finally, subtract t2- t1. Let's run the code, now. Here, we get the time taken by a print statement. Oh, the number is really very small.

16 - How fast is NumPy  
  
Now when we know how to time an operation an operation in Python let's check how fast Num-Py is. Let's define a really large array so that the time taken for the operation will be significant to compare. So here is our large array of 1,000 rows and 10,000 columns. Before I go ahead, I would like to mention that this is just a demo code to show the speed of Num-Py. So, I will be giving a high level explanation of this code. Moving ahead, we will be comparing how to compute mean of the array using Num-Py and using standard iteration. Here is the manual mean function which computes the mean of the values in the defined area. We trade over each row, and for each row it trade over each column. We then sum present all the values throughout the array. Finally, we divide by the size of the array and hence we get the mean. In case of using Num-Py for calculating the mean, we just write array.mean to get the mean of the entire array. How long function will just compute the time each matter takes. Now, let's check what's the time difference. Do you see the difference? This is the time taken by the numpy.mean function to calculate the mean of the entire array. And remember the size of the array are in thousands. On the other hand, the time taken by the manual method is about 5 seconds. Hence proved, Num-Py is super fast. We also compute the rate of how fast the Num-Py is and the numbers are crazy. It's about 290 times faster than the manual for loops. Observe that Num-Py not only makes the code more cleaner as compared to the manual method, but there's about 290 times faster than other method. Don't you think it's just awesome?

17 - Accessing array elements  
  
Accessing array elements is straightforward. You can access a particular element by referring to its row and column number inside the square brackets. The first integer over here denotes to the row number and the second integer denotes to the column number. Let's see which element do we get at position 3,2. Observe that the element we get actually belongs to the fourth row and the tall column, but note that the row and the column indexing start from zero. Hence if you want an element of the fourth row and tall column, you pass the parameter as we did, that is 3,2. Now let's do some interesting stuff, accessing elements and ranges. If I would want to access elements from first through third column in the zeroed row, here is how I would do it. This operation is called slicing, as explained before using data frame. Let's read out this slicing operation. For the 0 through, get values from first through third column excluding the third column. Now let's run this. So here's the output. For the 0 through, first through the third column excluding the third column. This was just column slicing. We can combine row and column slicing and get a subset of the array. If I would like to access the top left corner of the array, I would do this as follows. We can combine row and column slicing and get the subset of the array. Here is the top left corner, which has elements at position 0, 0, 0, 1, 1, 0, and 1, 1. One last interesting thing in slicing, which I would like to bring in front of you. You see a lot of numbers over here, so let's break it down and read it. The three number separated by the colon, this is not accessing the tall access. But a slicing of the form, n is to m is to t, will give you values in the range n before m, but in steps of size t, hence this statement will give you values of the column 0. Skip the values of the column one, and then give the values of the column 2. Let's run this. As explained, you get the 0, and the second column with all the rows. Seems like magic, right?

18 - Modifying array elements  
  
Moving forward. It is good that we can access elements in a, but another important operation is assigning values to specific location in a. This will give us access to the element at the position 0, 0 in the a. Using the assignment operator, we can assign a value one to it. Let's see the output. Here you go. This is the original array where we replaced the element at 00 with 1, but that's not all, with the minor change you can assign a value to the entire row or column. Let's do it. This will give us access to the 0 true and we assign the entire row a value of 2. Let's run this. Using similar operation and column slicing, we can also assign an entire column a single values. Now what if we need each column or row to have different value and not the same as we did over here? Let's see how we can achieve this. Yes, this is a list of values. You can assign a list of values to a row or a column. Here we assign this list of values to column number three, but make sure you keep an eye on the dimension. That is, for this example, if you have five rows in an area the list should have five elements. As you can see, all the list values have been assigned to the third column. So now it's your turn. Go ahead and try more row and column slicing.

19 - Indexing an array with another array  
  
There are various options of indexing. And that gives NumPy indexing great power. NumPy array can be indexed with other arrays. It is just one other tool which can be used to make process of accessing values in array easy. To start with, we create a one dimensional array of five random values. Next we create a variable indices which is also a one dimensional array. But the elements of this array, which is 1, 1, 2, 3, are actually the index we need to access. That is, we want the value at index 1, again at 1, 2, followed by 3. Next step we learn how to use this indices along with the edit to access the desired values. Yes, you saw that right. Just passing the area of indices to another area will give us the values. Let's check the output. So here is the output. Observe that the length of the indices array and the returned array is the same. Also it return value from array a at index 1,1,2,3. It is a bit difficult to understand the application of this now, but this is a tool you would like to use once you get hold of it. We can do such indexing using multidimensional array as well. But things get complicated with creating multi-dimensional index array. These are just a few interesting ways of indexing. There are a lot more out there for you to experiment with. Check the link in the instructor notes.

20 - Boolean or mask index arrays  
  
Next we will be working with boolean arrays. In simple terms arrays with values true and false. This can also be used for indexing. Indexing using boolean arrays is very different as compared to index arrays, we learned previously. Imagine a situation where we want to get all the values from the array, which is less than mean of the entire array. The first step to solve this problem would be to calculate the mean. Consider a two dimensional array. As we learned before, we will calculate the mean using the mean attribute of the array a. Let's check what the mean is. According to our problem, we want all the values from the area which is less than mean. Mean is 14.2. You can imagine that the solution would contain values 10, 10 again, 5, 0, 0 again, 2, and so on and so forth. If you need all these values, one way is to run the for loop over the array, and get them. But using masking, we do this in one single line. To read this operation, it would be for each value in array A, compare it with the mean. If it is less, we retain the value. Let's check the output. Here is the values which we expected in the form of list. Now to go ahead with this concept, we can also replace these values with the mean value. We just assign the mean value to masking operation we performed before. Let's see the output. Observe that all the values previously less than mean have been replaced by the mean. This is one of the important operation that shows the power of the and justifies its extensive use throughout.

21 - Arithmetic operations  
  
Arithmetic operations on arrays are always applied element wise. Let's start with simple multiplication operation. Here we define a simple array so that we can easily track the changes. This will multiply each element by 2. Let's check the output. When using arithmetic operation, a new array is created and the values are stored in that array. So our original array a still holds the same values. And this is our new array which we get after multiplying array a by two. Observe that, it is element wise multiplication. Let's try division. Here we use the division operation to divide each element of array a by two. Let's check the output. Observe that, when you divide 1 by 2, you get a value 0 over here instead of 0.5. This is because both the array and the divisor are integers. If we were to do 2.0 instead of 2, you will get float values. Keep this point in mind before performing division in general. That is int divided by int will give you an integer output. To get float values, you need at least, the numerator or the denominator to be a float value. Let's check the output. Observe that, we could successfully get a floating point value instead of 0. How about arithmetic operation using two arrays? We will start with addition. We create another array b with these values. Now, let's just add a and b using the plus operator. As mentioned, this is element wise. This is our new arraya plus b. One important thing to note here is that the shape of a and b should be similar before the operation a plus b, else it will throw error. Similar to the addition, you can perform subtraction. Now, let's move ahead with multiplying two arrays. This is interesting, because unlike other many metrics languages multiplication operator when used with two array will not give you metric product, but will do element wise multiplication. That is, element at position 0,0 in array a is multiplied only with the element at position 0,0 in b. Let's print the multiplication of matrix a and b. Can you also element wise multiplication? But the next question would be, what about matrix multiplication? How do you achieve that? Like, for everything, Num Pi has a function. It has function called dot, which performs matrix multiplication. Similar to multiplication, division of two arrays can be performed. Just include division of operators between the two arrays. Let's check the output. As seen before, since array a and b are indigenous, we get the final array in the form of indigenous as well. If you want to see floating values, convert one of the arrays to float. Well, that's all for now. Keep practicing.

22 - Learning more NumPy  
  
All the operations and functions explained in this lesson are those which will help you perform computation. But there is a lot more to learn. Check out the link in the instructor notes. I will meet you in the next lesson with some more coding. Happy coding with Python and bye until then.